 Understanding Customer
- Demand: Forecasting
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Factors that Influence Demand

Product characteristics
Past demand

Economic condition
Competition

Planned marketing efforts
Planned price discount
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Forecasting Methods

Qualitative: rely on human judgment
— Market survey (customer response)
— Delphi technique (expert opinion)

Causal: demand is highly correlated with certain
factors

Time Series: past demand Is a good indicator of
future demand

Simulation: mimic consumer behavior to
conduct what-if analysis
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Time-series Forecasting

e Constant process
— Average
— Moving average
— Exponential smoothing

e Trend process
— Regression
— Double exponential smoothing

e Seasonal process
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Characteristics of Forecast

» Forecasts are always wrong and thus
should include an error analysis

* Long-term forecasts are usually less
accurate than short-term forecasts

» Aggregate forecasts are usually more
accurate than disaggregate forecasts
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Constant Model: Average

e Constant model d.=a+g

N
t

3N
e Forecast a=ﬁ

* Derived based on minimizing the sum of
squared errors ¢ =d, -4

d (Zt'iletz) _ d [Ztlil(dt ~ é)z]
da da
Ztlildt = Na

= —ZZtN=1 (dt — é) =0
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Example: Average

-
[

«=0=-Demand
== Forecast

Microsoft Office
el 97-2003 Worksk

© 2013 Samuel H. Huang All Rights Reserved




Moving Average

« Average only the most recent data points

Mt _ ZE—n+1dt
N
Mt+1 — Mt +

dt+1 —d
n

t—n+1

e Smooth out noise
e Can respond to change in process
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Example: Moving Average

N

0= Demand
| 2 2 2 a2 o [ == Forecast-5

—a— Forecast-10
X bbb =>=MA-5
—x— MA-10

Microsoft Office
el 97-2003 Worksk
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Noise Smoothing

A%
il

10 20 30 40

~¢—~Demand  -#-5-week Moving Average =&~ 10-week Moving Average
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Response to Process Change

20 30 40

~¢—~Demand  —#-5-week Moving Average =&~ 10-week Moving Average
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Exponential Smoothing

o Adjust forecast based on the most recent
data point
S, =axd +(1-a)xS,,
=ad, + (1—05)[05dt_1 + (1—05)St_2]
—od, +a(l-a)d _ +(1-a)|od_, +(1-a)S,,]
—od, +all-a)d,  +all-a)fd_,+..+all-a) d, +(1-a)'S,
* |t is a weighted average of all historical

data points, with the weight decreasing
exponentially with the age of the data point
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Exponential Smoothing Forecast
for Constant Process

e Different initial estimates can be used —
average of several past data points

E[S,]=E[aX5(L-a)d  +(1-a)S,]

= EloXi5(-a)d 1+ E[L-a)S,]
fmfd-a) =0
E[s )= Elexit0-a)d, |=ax30-a)E[d,,]
Eld, ]=Efa+e]=a limasiii-a) =1_(f_a)=1
E[S,|=a
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Example: Exponential
Smoothing

«==Demand
—- Forecast-0.2
=f— Forecast-0.5
=>=ES-0.2
--ES-0.5

Microsoft Office
el 97-2003 Worksk
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Insensitive to Initial Estimate

1150
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0 10 20 30 40 50

—0—Demand == Initial Estimate = 981 Initial Estimate = 1081 =>¢=Initial Estimate = 881
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Effect of Weighting Factor

~¢—Demand -#-Alpha=0.1 Alpha=0.4 =>=Alpha=0.7
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Response to Process Change

20 30 40
~¢—Demand -#-Alpha=0.1 Alpha=0.4 =>=Alpha=0.7
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Trend Model: Regression

Trend model d,=a+bt+g,
Model parameters: a (level) andb (slope)

Sum of squared error

sl =30 (d, -a-btf
Minimize sum of squared error
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Trend Model: Regression
(Cont.)

d 20, -a-Btf |
da

— 25", (d, ~a-bt)=0

d[zgl(dt —a—Btﬂ
db
 Solving the two simultaneous equations
C YNd -byNt p_ NXGtd -3 d St

_ 25, (dt - &t —bt?)=0

d

N NSN 2 — (SNt )
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Example: Regression

—

y = 3.0609x + 198.66
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«~0-Demand
== Forecast
—— Linear (Demand)

Microsoft Office
el 97-2003 Worksk




Double Exponential Smoothing

o Update level and slope
a, =a><dt+( —a)x(aﬁt_1+5t_l)
Bt = IBX(é-t _ét—1)+(1_18)6t—1
C,i\t+k = é\'[ + k6t
* The choice of o and S Is a trade off

between smoothing out noise and quick
response
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Initial Estimate

average 2

v

DG

overall average

average |
[ ) > <

? Group 1

drop this point so each group
has equal number of points
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Example: Double Exponential
Smoothing

~

~0-Demand
- Forecast
—&— Forecast (Historical)

el 97-2003 Worksk
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Seasonal Process: llustration

987/?/98,4 99,1 99,2 99,3 99,4 00,1 00,2 00,3 00,4 01,1
Y ¥

Level Trend © 2013 Samuel H. Huang All Rights Reserved




Multiplicative Model

e Seasonal model d, =(a+bt)c, +¢,
» C,: seasonal factor for time period t
o Assumptions:

— The seasonal factor remains unchanged from
cycle to cycle

— The average of each cycle follows a trend
process or a constant process
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Seasonal Forecasting

* |dentify seasonal factor and deseasonalize
the data

— Determine the average for each cycle

— For each cycle, divide the data value by the
average

— Average over each season to compute the
seasonal indices

— For each season, divide the original data by
the corresponding seasonal index
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Seasonal Forecasting (Cont.)

e Fit the deseasonalized data

— Calculate the average for each cycle using the
deseasonalized data

— Fit the cycle average data using an appropriate
model

* Make seasonal forecast
— Use the model to forecast the cycle average

— Multiply the cycle average by the seasonal
Indices to make seasonal forecast
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Example: Seasonal Forecasting

\
/\ po\T

1AV /A\/ \/ \/ \/ V-
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Forecast Error Analysis

e Forecast error
e, =d, —d,
e Looking at the error for an isolated period
does not provide useful information

e The performance of a forecasting model
should be evaluated by studying the errors
over the history of the entire forecast
period
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Bias

bias, =€
» Should fluctuate around O
o |f deviates significantly from 0, then the

model is either underestimating (positive
bias) or overestimating (negative bias) the
demand
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Mean Absolute Deviation
(MAD)

1
MAD = —370,[e

e Measures dispersion of error; smaller is
better

e For a normal distribution the MAD and the
error standard deviation (o) are related by

MAD = \/ZGS ~0.80, o, = MAD
T 0.8
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Mean Squared Error (MSE)

MSE = Ezp:lef
n

* Increased penalty for large errors
* Incorporates both model bias and variance

A regression based forecasting model
minimizes its MSE
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Mean Absolute Percent Error
(MAPE)

t

MAPE = 1[2” et><1OO]
T t=1
n d

* Error relative to the magnitude of demand

 Periods of low demand may distort the
performance of the forecasting model (e.g.,
division by O if there Is no demand in a
certain time period)
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Tracking Signal (TS)

_ bias,
MAD,

e TIme series measure to monitor the
randomness of the forecast error

TS,

* |t is compared to predefined control limits
(x4 or £6) to determine If the actual
demand reflects the assumptions of the
forecast model
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Example of Forecast Error
Analysis: Moving Average
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Example of Forecast Error
Analysis: Regression
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Example of Forecast Error
Analysis
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Constant or Trend?

N

d, =96.15+0.45¢

10 11 12

MAD MSE
Trend Model - 1.75 6.75
Constant Model - 2.42 8.42
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Validation Error Analysis

1I2 1I4
MAD MSE

Trend Model -13 3.83 17.17
Constant Model 11 3.17 20.17
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Monitoring Model Performance

110 -
108 -
106 -
104 -
102 -
100 -
98 -
96 -
94 -
92 -
90
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Tracking Signal Analysis

Ve

== Trend
== Constant

Microsoft Office
el 97-2003 Worksk
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Which Weighting Factor?
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¢ Demand
-=-alpha=0.1
——alpha=0.2
—>—alpha =0.3
-s-alpha=0.4
—e—alpha=0.5




Weighting Factor Selection

O
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Process Change?
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Detecting Process Change

«=Tracking Signal

Microsoft Office

. el 97-2003 Worksk
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Bullwhip Effect

Microsoft Office
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Bullwhip Effect: Lessons
earned

 Fluctuations in orders increase as they
move up the supply chain from retailers to
wholesalers to manufacturers to suppliers

e The further up the supply chain a company
IS, the larger Is Its forecast error

* A company should consider collaborating
with its supply chain partners to develop
forecasts based on sales to the end
customer to reduce forecast error
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